A Method for Real-Time Eye Blink Detection and Its Application
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Abstract

Various human behaviors can be indicated by eye blink patterns. In this paper, we present a method based on image processing techniques for detecting human eye blinks and generating inter-eye-blink intervals. We applied Haar Cascade Classifier and Camshift algorithms for face tracking and consequently getting facial axis information. In addition, we applied an Adaptive Haar Cascade Classifier from a cascade of boosted classifiers based on Haar-like features using the relationship between the eyes and the facial axis for positioning the eyes. We proposed a new algorithm and a new measurement for eye blinking detection called “the eyelid’s state detecting (ESD) value.” The ESD value can then be used for examining the open and close states of eyelids. Our algorithm provides a 99.6% overall accuracy detection for eye blink detection. We generated inter-eye-blink interval graphs by differencing between two consecutive eye blink states. The graphs show that the common blinks of human presents short and long durations alternatively.
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2. Previous work

There are many researches related with this work. For face detection, a chain of single-feature filters, Haar Cascade Classifier [2] is used for identifying sub-region image. With the fast calculation of integral image technique; it can work in real time. Camshift algorithm [3] or “Continuously Adaptive Mean Shift” uses a combination of colors represented as Hue from the HSV color model and skin probability for face tracking. The algorithm can track different types of facial views, not only the front view.

For eye detection, a cascade of boosted classifiers based on Haar-like features [4] is built by two training data sets, positive samples and negative samples. A learning algorithm, Adaptive Boost, is used to construct a strong classifier from the weak classifier. An improved method for eye extraction using deformable templates [5] was proposed. A new size term and an eye corner finder are introduced to prevent over-shrinking, improve speed and accuracy of fitting. C-BDA [6] is a biased discriminant analysis using the covariance of composite vectors. In the hybrid cascade detector constructed for eye detection, Haar-like features are used in the earlier stages and composite features obtained from C-BDA are used in the later stages.

For eye tracking, a strong tracking finite-difference extended Kalman filter algorithm, and overcome the modeling of nonlinear eye tracking was presented [7]. The filter uses finite-difference method to calculate partial derivatives of nonlinear functions to eye tracking.

For eye blink detection, open and close eye templates are used for blink pattern decisions based on correlation measurement. The method was specifically useful for people with severely paralyzed [8]. Normal flow and deterministic finite state machine (DFSM) with three states, steady state, opening state and closing state, use for calculating eye blink characteristics [9]. A real-time eye blinking detection was proposed based on SIFT feature tracking with GPU based implementation [10].

There was an interesting computer based study of eye blink in patients with moderately dry eye [11]. The study performed by evaluating the reflex picture of the cornea while each participant sat still with the head fixed in a dark room. The study concluded that typical blink patterns were found to be a relatively time-independent, irregular pattern. Their study suggested that typical patterns of eye blink

1. Introduction

The goal of our research is to propose a new method to efficiently track eyes of a person from video image sequences; and propose a new algorithm to analyze the eyelid’s states or the ESD value. The analyzed states are then further used for generating an inter-eye-blink interval graph, which can be used to study different eye-related behavior analyses, e.g., fatigue test for drivers, sleep driving, physical-eye related diseases and lie detecting process.

Compared to eye-blink detection by using some head-mounted devices such as in [1] and some commercial eye trackers, eye-blink detection from video images may not be as accurate as them. However, this is usually compensated by greater ease of use, non-invasiveness and much lower cost. For our purpose, the eye tracking can run in real-time, without any additional hardware (like IR illumination for example) and be capable of operating under varying indoor conditions (typical office environment).
during conversation and VDT use might exist. Many patients showed alternating inter-blink periods of shorter and longer durations. Other patients showed initially shorter inter-eye-blink interval over 2–4 minutes followed by a relatively regular pattern of longer inter-eye-blink interval.

3. Algorithms

The eye blink analysis practically consists of three analyses based on the human face components: face detection, eye detection and eye blink detection.

3.1 Face detection

We applied Haar Cascade Classifier and Camshift algorithms for face detection and face tracking, respectively. The Camshift algorithm is more efficient for tracking than the Haar Cascade Classifier when working with multiple image frames, and it can track different types of facial views, not only the front view. The size and angle of the face location are adjusted each time when it shifts. The scale and orientation, which are best fit to the face-probability pixels inside the new location, are selected. As the result, we can know the ellipse estimation of each face, which is later used to approximate an axis of the eyes. Figure 1 shows example results of face detection and tracking.

![Figure 1. Example results of Haar Cascade Classifier and Camshift algorithms](image)

We then compute the smallest rectangular area, which can fully cover the estimated ellipse. This rectangular area is later used for eye detection. Figure 2 shows the relationship between an ellipse and its rectangular area. Suppose the center of the ellipse is at \((x_C, y_C)\). The top-bordered, bottom-bordered, the left-bordered and the right-bordered linear equations are shown in (1), (2), (3) and (4), respectively.

\[
x = C_x - 2 \sqrt{\frac{CD}{4AC - B^2}}
\]

(3)

\[
x = C_x + 2 \sqrt{\frac{CD}{4AC - B^2}}
\]

(4)

Where

\[
A = a^2 \cos^2 \theta + b^2 \sin^2 \theta
\]

\[
B = 2b \sin 2\theta (a^2 - b^2)
\]

\[
C = a^2 \sin^2 \theta + b^2 \cos^2 \theta
\]

\[
D = a^2 b^2
\]

Note that based on the image coordinates, the value of \(x\) increases from left to right, and the value of \(y\) increases from top to bottom.

![Figure 2. The face ellipse and the circumscribed rectangle](image)

3.2 Eye detection

We used Adaptive Boost to train a cascade of boosted classifiers based on Haar-like features. Two training data sets, positive samples and negative samples, are required for this construction. Face databases [12, 13, 14] are used and all of these sample data were prepared by using \textit{objectmarker} [4], which is easy for cropping desired areas by using a mouse. We used images of an eye with the eyebrow as the positive samples because there are more detectable details than using only an eye. We generated 3,327 positive image samples, and 6,478 negative image samples for training. Figure 3 shows our eye detection results.

However, from our experiments, we found that the cascade of boosted classifiers based on Haar-like features gives small accuracy rate. Therefore, we further developed Adaptive Haar Cascade Classifier by using the relationship between human’s eyes and facial axes. Based on the fact that the eye axis, which is estimated by connecting the left and the right eyes’ centers, is perpendicular with the major axis of the face ellipse; and both eyes should be symmetrical. Instead of using only the first two detected elements, which have highest recognition rates, from the Haar Cascade Classifier as the eyes, we used all detected elements from the Haar Cascade Classifier, as shown in Figure 4, and applied some geometric tests for checking which pair is probable the eyes.
Figure 3. Example of eye detection results using the cascade of boosted classifiers based on Haar-like features

Figure 4. All detected elements from Haar Cascade Classifier

Our geometric tests include two conditions: (1) if the angle between the major facial axis and the potential eye axis is within 90±10 degrees, and (2) if the sizes of the two potential rectangles that indicate two eyes are similar or the difference between their rectangular sizes is within 20%. The two rectangular areas are considered as the two eye area if they satisfy both conditions. However, if there is more than one rectangular pair under such conditions, we choose the pair with the highest position.

Note that there can be a case, which a facial view may be estimated as a horizontal ellipse as shown in Figure 5. Therefore, we need to additionally test which axis (either the major or minor facial axes) should be used to compare with the potential eye axis. Figure 6 shows a horizontal ellipse of a looking down face. The major axis lies at the angle $\alpha$ with the x-axis, and the minor axis lies at the angle $\theta$ with the x-axis. We test if $|\theta| > 60^\circ$, we use the minor facial axis instead of the major facial axis to compare with the potential eye axis.

Figure 5. A horizontal ellipse of a looking down face

Figure 6. A horizontal ellipse and related angles

3.3 Blink Detection

We propose an ESD (Eyelid’s State Detecting) value, which is a measurement used to classify the state of eyelid, open or close. The value can be computed by using the algorithm shown in Figure 7. The objective of the algorithm is to find the minimum threshold, which brings the binary image having at least one black pixel after applying median blur filtering. In this algorithm, we use a half-bottom eye image from the selected area by the previous algorithm. We then threshold the image with the threshold value (begin with 0). After that, we apply a median blur filter to the threshold image and check whether at least one black pixel appears. If there is no black pixel, we increase the threshold value and follow the same sequence, but if there is more than one black pixel appears. If there is no black pixel, we increase the threshold value and follow the same sequence, but if there is more than one black pixel appears. For a faster computation, a binary search implementation is suggested.

Figure 7. The proposed algorithm to find the ESD value
Figure 8 shows example images of two states of eyelid, open and close. The threshold images and the median blur images of the open state and the close state are shown in Figure 9 and Figure 10, respectively. The first row images present the threshold images and the second row presents the corresponding blur images. The ESD value of the presented open state is between 10 and 20, which is 18, and the ESD value of the presented close state is between 30 and 40, which is 36.

Figure 9. The threshold images (above) and the corresponding median blur images (below) of the open state

<table>
<thead>
<tr>
<th>Threshold Value</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><img src="threshold10.png" alt="Image" /></td>
<td><img src="threshold20.png" alt="Image" /></td>
<td><img src="threshold30.png" alt="Image" /></td>
<td><img src="threshold40.png" alt="Image" /></td>
</tr>
</tbody>
</table>

Figure 10. The threshold images (above) and the corresponding median blur images (below) of the close state

<table>
<thead>
<tr>
<th>Threshold Value</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><img src="threshold30.png" alt="Image" /></td>
<td><img src="threshold40.png" alt="Image" /></td>
<td><img src="threshold50.png" alt="Image" /></td>
<td><img src="threshold60.png" alt="Image" /></td>
</tr>
</tbody>
</table>

We illustrate an example of a graph of ESD values in Figure 11. The graph was produced by multiplying the ESD value of the left eye and the right eye from a part of our experimental video sequences. From the graph, it can be seen that there are some peak ESD values, which are marked by circles. These peak ESD values appear in the frames which the subject moves his/her eyelids or blinks. Therefore, we can use the ESD values to classify the state of eyelid such that the high ESD value indicates close state and the low ESD value indicates open state.

Figure 11. The ESD value across eye blinks and the real-closing eyelid frames (marked by circles)

![Graph](esd_value.png)

We defined a deterministic finite state machine operation to determine the eye blink characteristics as shown in Figure 12. The state machine consists of four states: steady state I (open), closing state or steady state II, opening state or steady state III, and blinking state. The decision variables for state changing include slope, SPS, and SNS, which are calculated based on the magnitudes of an ESD value graph. The values of slope are based on slope values computed from an ESD value graph. The value of SPS (Sum of Positive Slope) is equal to sum of consecutive positive slope values. The value of SNS (Sum of Negative Slope) is equal to sum of consecutive negative slope values.

Figure 12. The deterministic finite state machine operation for detection of eye blinks

![Diagram](finite_state_machine.png)

Normally the process begins at the steady state I. The current state is changed to the closing state if SPS is larger than a threshold. At the closing state, we consider the value of slope; if slope is less than zero, the current state is changed to the opening state. At the opening state, we consider the values of slope and SNS. If slope is greater than zero, the current state is changed to the steady state I. If SNS is less than a negative threshold, the current state is changed to the blinking state, which means an eye blink is detected at this frame with an appropriate threshold.
4. Experimental Results

We implemented all of the algorithms in C++ by using Bloodshed Dev-C++ 4.9.9.2 as a compiler, and OpenCV [4, 15, 16, 17, 18] as an image processing and computer vision library. GNUplot is used for graph generating. We run our program in a Dell Inspiron notebook with Intel(R) Core(TM)2 Duo CPU T7250 at 2.00 GHz and 2.00 GB RAM. The video camera is a built-in webcam with the resolution at 320×240 (2.0 Megapixel) and the frame rate at 30 frames per second. Note that OpenCV can operate at 7 frames per second by average.

For eye detection, the efficiencies of the Haar Cascade Classifier and the Adaptive Haar Cascade Classifier were tested on 1,000 daily life photos provided by Huang et.al [19]. Note that, every image is 100 percent face detection.

We show the accuracy rates of eye detection methods, Haar Cascade Classifier and adaptive Haar cascade classifier in Table 1. The experiment shows that Adpative Haar Cascade Classifier method is more efficient than the Haar Cascade Classifier method with 22.7% of accuracy improvement.

For blink detection, ESD Values are evaluated on our video records. Consecutive frames were chosen randomly from each record. The results are shown in Table 2.

Table 1. The accuracy results of the two eye detection methods

<table>
<thead>
<tr>
<th></th>
<th>Haar Cascade Classifier</th>
<th>Adaptive Haar Cascade Classifier</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy (%)</td>
<td>59.7</td>
<td>82.4</td>
</tr>
</tbody>
</table>

Table 2. The result of blink detection

<table>
<thead>
<tr>
<th># Frames</th>
<th>Blink (True)</th>
<th>Not Blink (False)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detected as Blink (Positive)</td>
<td>1944</td>
<td>195</td>
</tr>
<tr>
<td>Detected as Not Blink (Negative)</td>
<td>156</td>
<td>84905</td>
</tr>
</tbody>
</table>

We compute the overall detection accuracy and the detection accuracy of the eye blink detection by using (5) and (6), respectively. Where TP is the number of frames that are correctly detected eye blinks (true positive); FN is the number of frames that show eye blinks but the program is not detected (false negative); FP is the number of frames that are reported as eye blinks but they are not (false positive); and TN is the number of frames that are correctly reported as no blinks (true negative).

\[
\text{Overall} = \frac{TP + TN}{TP + FP + FN + TN} \times 100\% \quad (5)
\]

\[
\text{Detection} = \frac{TP}{TP + FN} \times 100\% \quad (6)
\]

Therefore, our overall detection accuracy is 99.6%, and our detection accuracy is 92.6%. From the experiments, inaccuracy of our eye blink detection is occasionally occurred in two situations. The first situation is when a subject moves his/her head swiftly. In this situation, even though we can correctly figure out the eye positions, we cannot correctly determine eye blink states. This is because eye images are blurry such that skin colors blend with the colors of the eye areas. The second situation is when a subject changes the eye focus to the lower area so eyelids partially close and sometime the subject may bow his/her head as well (see an example in Figure 5).

We show the average execution time of a single frame by using our algorithms in Table 3, where we performed experiments on four video data files; and each video contains 1,000 frames. It can be seen that Haar Cascade Classifier takes the longest execution time. However, we only need it for the first frame analysis, or when we lose track of eyes. The other three algorithms are used in every frame computation. The total average execution of these three algorithms is only 15.787 ms. Therefore, our method can work in real time.

Table 3. The result of blink detection

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Haar Cascade Classifier (first time face detection)</td>
<td>23.280</td>
</tr>
<tr>
<td>Camshift (face tracking)</td>
<td>0.020</td>
</tr>
<tr>
<td>Adaptive Haar Cascade Classifier (eye detection)</td>
<td>14.619</td>
</tr>
<tr>
<td>ESD value calculation</td>
<td>1.148</td>
</tr>
</tbody>
</table>

In an application, we recorded video files and used our method to automatically detect eye blinks of four volunteers while they were using a computer for 45 minutes. The inter-eye-blink interval is calculated from a different frame number between two consecutive blinking frame i and i+1. Figure 13 shows the inter-eye-blink interval graph of each volunteer.

The graphs show that typical blink of human contains alternating inter-eye-blink periods of shorter and longer durations. Where the results are similar to the results in patients with moderately dry eyes that the inter-eye-blink interval results fluctuate between period of shorter and longer durations, but nobody showed initially shorter and finally longer inter-eye-blink interval [11].

5. Conclusions

We developed the Adaptive Haar Cascade Classifier to increase the efficiency of the Haar Cascade Classifier. It provides 22.7% of accuracy improvement for eye detection. Calculated from our new method, ESD Value can classify the state of eyelid, open or close. It provides a 99.6% overall detection accuracy, and 92.6% detection accuracy. Our method takes only 15.787 ms as average execution time for each frame, therefore, it can work efficiently in real-time applications. According to the
study, the result of graph analysis on four sets of 45-minute samples show that the typical blink of human contains alternating inter-blink periods of shorter and longer durations.

Figure 13. The inter-eye-blink interval graphs of four volunteers

6. Acknowledgements
This research was supported by JSTP (Junior Science Talent Project), YSC (Young Scientist Competition), Associate Professor Doctor Anuchit Poonyathalang, Department of Ophthalmology, Faculty of Medicine, Ramathibodi Hospital, Patoomsiri Songsiri, Department of Computer & Technology, Mahidol Wittayanusorn School, and Department of Computer Engineering, Faculty of Engineering, Kasetsart University.

7. References