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ÅCovariance 

ÅCorrelation Coefficient 

ÅConditional Joint PMF by an Event 
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ÅIf X and Y are not independent, 
ÅInteresting question: 

ÅHow X and Y are related ? 
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Definition:      Var[X] = E [(X ï mX )
2] 

Var[X+Y] = E[ ((X+Y) ï mX+Y )
2] 

         = E[((X+Y) ï (mX+ mY))2] 

         = E[((X-mX) + (Y-mY)) 2] 

         = E[(X-mX)2 +2(X-mX)(Y-mY)+(Y-mY)2] 

         = E[(X-mX)2]+2E[(X-mX)(Y-mY)]+E(Y-mY)2] 

Theorem: 

Var[X+Y] = Var[X] +Var[Y] + 2 E[(X-mX)(Y-mY)] 

 

Covariance 
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Definition :         Cov[X,Y] = E[(X -mX)(Y-mY)] 

Cov[X,Y]  = E[XY - mXY - mYX + mX mY] 

                  = E[XY] - mXE[Y] - mYE[X]  + mX mY 

            = E[XY] - mX mY - mX mY + mX mY 

Theorem:         Cov[X,Y] = E[XY] - mX mY 
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PS,T(s,t) t = 40 t = 60 PS(s) 

s = 1 sheet 0.15 0.1 0.25 

s = 2 sheets 0.3 0.2 0.5 

s = 3 sheets 0.15 0.1 0.25 

PT(t) 0.6 0.4 1 

µS = ä s PS(s)
 

= (0.25*1)+(0.5*2)+(0.25*3) 

= 2
 

µT = ä t PT(t)
 

= (0.6*40)+(0.4*60) 

= 48
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PS,T(s,t) t = 40 t = 60 PS(s) 

s = 1 sheet 0.15 0.1 0.25 

s = 2 sheets 0.3 0.2 0.5 

s = 3 sheets 0.15 0.1 0.25 

PT(t) 0.6 0.4 1 

Cov(S,T) = ää (s ï 2)(t ï 48) PS,T(s,t) 
(s,t) 

=     (1 ï 2)(40 ï 48) *0.15  

    + (1 ï 2)(60 ï 48) *0.1 

    + (2 ï 2)(40 ï 48) *0.3  

    + (2 ï 2)(60 ï 48) *0.2  

    + (3 ï 2)(40 ï 48) *0.15  
    + (3 ï 2)(60 ï 48) *0.1 

= 1.2 -1.2 + 0 + 0 - 1.2 + 1.2 
= 0 

µS = 2 , µT = 48 

Definition :         Cov[X,Y] = E[(X -mX)(Y-mY)] 
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    Cov(S,T) = E[ST] - µSµT 

 =  ((1*40)*0.15  

               + (1*60)*0.1  

    + (2*40)*0.3  

               + (2*60)*0.2 

    + (3*40)*0.15  
               + (3*60)*0.1)  ï (2*48) 

S and T are  
Not Strongly Related 

PS,T(s,t) t = 40 t = 60 PS(s) 

s = 1 sheet 0.15 0.1 0.25 

s = 2 sheets 0.3 0.2 0.5 

s = 3 sheets 0.15 0.1 0.25 

PT(t) 0.6 0.4 1 µS = 2 , µT = 48 

Theorem:         Cov[X,Y] = E[XY] - mX mY 

= (6 + 6 + 24 + 24 + 18 + 18) ï (96) 

= 96 ï 96  
= 0 Same as previous method 



ÅInsurance Company 

ÅAutomobile policy ($100, $250) 

ÅHomeownerôs policy ($0, $100, $200) 

ÅCustomer purchase both gets deductible (in 
dollars)  

ÅX = deductible amount on Auto Policy 

ÅY = deductible amount on Homeownerôs Policy 

ÅPX,Y(x,y) 
ÅCov(X,Y) 
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X = deduct. Auto Policy 

Y = deduct. Home Policy 
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µX = ä x PX(x)
 

= (0.5*100)+(0.5*250) 

= 175
 

µY = ä y PY(y)
 

= (0.25*0)+(0.25*100)+(0.5*200) 

= 125
 

PX,Y(x,y) y=0 y=100 y=200 PX(x) 

x=100 0.20 0.10 0.20 0.50 

x=250 0.05 0.15 0.30 0.50 

PY(y) 0.25 0.25 0.5 1 
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PX,Y(x,y) y=0 y=100 y=200 PX(x) 

x=100 0.20 0.10 0.20 0.50 

x=250 0.05 0.15 0.30 0.50 

PY(y) 0.25 0.25 0.5 1 

Cov(X,Y) = ää (x ï 175)(y ï 125) PX,Y(x,y) 
(x,y) 

=     (100 ï 175)(0 ï 125) *0.2  

    + (100 ï 175)(100 ï 125) *0.1 

    + (100 ï 175)(200 ï 125) *0.2  

    + (250 ï 175)(0 ï 125) *0.05 

    + (250 ï 175)(100 ï 125) *0.15  
    + (250 ï 175)(200 ï 125) *0.3  

= 1875 

X and Y are  

Strong Positive 
Relationship 

Definition :         Cov[X,Y] = E[(X -mX)(Y-mY)] 

Covariance           Linear Dependence between two RVs 



ÅIf the deductible in cents (not in dollars) 

ÅX Ý 100X,   Y Ý 100Y 

ÅCov(X,Y) Ý Cov(100X, 100Y) Ý 100*100*Cov(X,Y) 

ÅFrom 1,875 (in $) Ý 18,750,000 (in cents) 

ÅFrom 1,875 (in $) Ý 0.1875 (in hundreds of $) 
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Defect of Covariance: 

Covariance critically depends on Unit  measurement !!!  

ÝWe need Dimensionless measurement 

              Ý Correlation Coefficient 
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Theorem:         Cov[X,Y] = E[XY] - mx my  

If X = Y Ý  Cov[X,X] = E[XX] -mx mx 

                       = E[X2] - mx
2 

          = E[X2 - 2 mx
2 + mx

2] 

           = E[X2 - 2 mxX + mx
2]  

           =  E[(X - mx)
2] 

          = Var[X]  

If mx  or mY = 0 Ý Cov[X,Y] = E[XY]  

Correlation 
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Definition : The correlation of X and Y is rX,Y  

   rX,Y  = E[XY]  

Theorem:         Cov[X,Y] = rX,Y - mx my  
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Definition 1:  

 X and Y are Orthogonal if  rX,Y  = 0  ;E[XY]=0 

 

Definition 2: 

 X and Y are Uncorrelated if  Cov[X,Y]   = 0 

 

 Definition 3: 

 Correlation Coefficient of X and Y is 
 Cov[X,Y] 

Var[X]Var[Y]  
rX,Y =                          =                   = [-1, 1]  

Cov[X,Y] 

 sXsY 
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ÅrX,Y  

ÅDescribes the info about X by observing Y 

ÅrX,Y > 0 

ÅIf X Ü (relative to mean) Ý Y Ü 

ÅIf X Þ (relative to mean) Ý Y Þ 

ÅrX,Y < 0 

ÅIf X Ü (relative to mean) Ý Y Þ 

ÅIf X Þ (relative to mean) Ý Y Ü 

ÅExample: 
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Å X = cell phone distance, Y= Rx signal Strength rX,Y < 0 

rX,Y > 0 Å X = studentôs height, Y= studentôs weight 
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PX,Y(x,y) y=0 y=100 y=200 PX(x) 

x=100 0.20 0.10 0.20 0.50 

x=250 0.05 0.15 0.30 0.50 

PY(y) 0.25 0.25 0.5 1 

E[X2] = ä x2 PX(x)
 

= (1002* 0.5) +(2502* 0.5) 

= 5000 + 31250        
= 36250 

E[Y2]= ä y2 PY(y)
 

= (02*0.25)+(1002*0.25)+(2002*0.5) 

= 22500
 

µX = 175 , µY = 125 

s2
X = E[X2] - µ2

X
 

        = 36250 ï (175)2 

sX     = 75 

s2
Y = E[Y2] - µ2

Y
 

        = 22500 ï (125)2 

sY     = 82.92 
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rX,Y =                        =  
Cov[X,Y]  

 sXsY 

1875 

75 * 82.92 

= 0.301 
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From rX,Y > 0 
If X Ü (relative to mean) Ý Y Ü 

If X Þ (relative to mean) Ý Y Þ 

 From Cov(X,Y)  

X and Y are  
Strong Positive Relationship 
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If X and Y are Independent, then 
  Ý Cov[X,Y] = 0 Ý rX,Y = 0 

  Ý X and Y are Uncorrelated 

 

Note: 

If X and Y are Uncorrelated,  

Ý X and Y may or may not Independent  
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PX,Y|B(x,y) = 
P[(X=x,Y=y) Æ B] 

P[B] 

If (X=x, Y=y) Í B Ý (X=x,Y=y) Æ B = (X=x, Y=y)  

PX,Y|B(x,y) = 

P[(X=x,Y=y)] 

P[B] 
(x,y) Í B 

0                            Otherwise 

Anan Phonphoem, Dept.of Computer Engineering, Kasetsart Universty 



23 

 0      1        2       3         4  

4 

 

3 

 

2 

 

1 

 

0 

y
 

x 

1/16 

1/16 

1/8 1/12 1/4 

1/12 1/16 1/8 

1/16 1/12 

PX,Y(x,y) 

 0      1        2       3         4  

4 

 

3 

 

2 

 

1 

 

0 

x 

3/14 1/7 3/7 

3/14 

PX,Y|B(x,y) 

X+Y  = 4 

B = {X+Y ¢ 4}   Ý P[B] = 7/12 

Let B = {X+Y ¢ 4}       Find PX,Y|B(x,y)  
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y
 



ÅSpecial case of Conditional Joint PMF by an Event  

Ý the Event is X=x or Y=y 
ÅPX,Y|B(x,y) when B = {Y=y} 

Ý PX,Y|Y=y(x,y)  = PX|Y(x|y)  
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Definition :      PX|Y(x|y) = P[X=x | Y=y]  
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PX|Y(x|y) = P[X=x | Y=y] 

P[X=x,Y=y] 

P[Y=y] 
= 

PX,Y(x,y) 

PY(y) 
= 

Theorem:       

   PX,Y(x,y) = PX|Y(x|y)PY(y) = PY|X(y|x)PX(x)  



ÅFrom the independent definition 

ÅA and B are independent iff  P[AB] = P[A]P[B] 

 

ÅX and Y are independent RVs iff  

Å{X=x} and {Y=y} are independent for all x, y in SX,Y 
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Definition:        PX,Y(x,y) = PX(x)PY(y)   
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Theorem:  

  

 (a) rX,Y  = E[XY] = E[X]E[Y]  

 (b) E[X|Y = y] = E[X]    for all y Í SY 

 (c) E[Y|X = x] = E[Y]    for all x Í SX 

 (d) Var[X+Y]   = Var[X] + Var[Y]  

 (e) Cov[X,Y]   = rX,Y  = 0 
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Definition : Joint PMF of discrete RV X1,éXN is     

   

   PX1,é, XN
(x1,é,xN) = P[X1=x1, é , XN=xN] 
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ÅJoint PMF 

ÅMarginal PMF 

ÅCovariance 

ÅCorrelation Coefficient 

ÅConditional Joint PMF by an Event 
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-2.0     -1.5      -1.0      -0.5        0         0.5 

X(s) = x 

s 

S 

X is a function that maps each outcome, s, in S  

to a real number X(s), x  

SX 

x 
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-1        0        1        2        3        4 

In Discrete: countable set of numbers 

         SX= {-1,0,1,3,4}  

                  SY= {-1,-0.9,0,0.5,1,1.8,2.25,2.9,3}  

In Continuous: uncountable set of numbers 

         SX = Interval  between 2 limits 

         SX= (x1,x2) = (-1,3) 
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(x1,x2) Ý (lower limit, upper limit) 

 

Å(x1,x2) = {x | x1 < x < x2}  

Å[x1,x2] = {x | x1 ¢ x ¢ x2}  

Å[x1,x2) = {x | x1 ¢ x < x2}  

Å(x1,x2] = {x | x1 < x ¢ x2}  
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ÅMeasuring T, the eating time of a student 
   ST= {t | 0 ¢ t ¢ 120}  
 
ÅMeasuring V, voltage across a resistor 
                     SV= {v | -¤ < v < ¤}  

 
ÅMeasuring P, a program file download time 
    SP= {p | 0 < p < ¤}  

 
ÅMeasuring D, distance of wireless connection from Access Point 
    SD= {d | 0 ¢ d ¢ 100}  
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T, V, P, D Ý Continuous Random Variables 



ÅMeasuring P, a program file download time 

    SP= {p | 0 < p < ¤}  

ÅGuess the download time is (0, 10] minutes 

ÅGuess the download time is [5, 8] minutes 

ÅGuess the download time is [5, 5.5] minutes 

 Chance that our guess is correct is decreasing 

ÅGuess the download time is exactly 5.25 min. 
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Probability of each individual outcome is zero. 

The interesting probability is an interval !  



ÅFor both Discrete and Continuous RV:  

ÅCumulative Distribution Function (CDF) 

 

 

 

ÅContain complete information about the probability 

model of the random variable 
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Å For Discrete: CDF              PMF 

Definition : 

         FX(x) = P[X ¢ x] 

Å For Continuous: CDF              PDF 
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x 

PX(x) 

x2 
 - ¤ 

FX(x2) = P[X¢ x2] 

¤  - ¤ 

FX(¤) = P[X¢ ¤] 

x1 
 - ¤ 

FX(x1) = P[X¢ x1] 
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Theorem: 

ÅFX(-¤) = 0 

ÅFX(¤) = 1 

ÅP[x1 < X ¢ x2] = FX(x2) ï FX(x1)  
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Gamble is a disastrous (and really bad) habit 

Roulette Wheel of Fortune 


